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The intersection of artificial intelligence and spirituality represents 
a fascinating frontier where cutting-edge technology meets age-
old questions about consciousness, meaning, and the nature of 
existence. It traverses the intersection between of Technology 
and a non-rational set of beliefs. Throughout history, humans 
have used the dominant technologies of their era as metaphors for 
understanding consciousness and spiritual concepts. In ancient 
times, hydraulics and mechanical systems provided models for 
understanding the mind. 

The relationship between technological advancement and religious/
spiritual life over the past 200 years has been multifaceted and 
complex. Here are some key ways technology has influenced 
religion and spirituality:
•	 Mass printing technologies democratized religious texts, 

allowing more people to personally engage with scriptures
•	 Radio, television, and later the internet enabled religious 

leaders to reach vastly larger audiences
•	 Digital platforms have created virtual religious communities 

transcending geographical limitations
•	 Sacred texts, commentaries, and theological discussions are 

now instantly accessible to anyone with internet access

Scientific Understanding has also forced mankind to question 
doctrines learn to adapt. For example, discoveries in astronomy, 
geology, and biology (particularly evolution) challenged literal 
interpretations of creation stories forcing many religious traditions 
to adapt by developing interpretations that accommodate scientific 
discoveries in order to reconcile rational discoveries with doctrinal 
truths. Medical advances extending life and relieving suffering, 
have prompted reconsideration of theological positions on divine 
intervention.

Secularization and Religious Innovation-History
Industrialization and technological society coincided with declining 
religious participation in many Western societies yet technology 
has enabled new religious movements and spiritual practices 
to emerge and spread rapidly through the use of digital spaces, 
fostering interfaith dialogue and exposure to diverse spiritual 
traditions. Robert Boyle's vacuum experiments in the 17th century 
had significant implications for religion, challenging certain 
theological positions while supporting others. These experiments 
were conducted during a pivotal period when natural philosophy 
(science) and theology were deeply intertwined. Boyle's air-pump 
experiments demonstrated that a vacuum could exist, directly 
challenging Aristotle's principle that "nature abhors a vacuum." 
Since Aristotelian physics had been integrated into Christian 
theology (particularly by Thomas Aquinas), this discovery created 
theological ripples.

Boyle's Vacuum Experiments and Their Religious Implications
Some theologians have explored the idea that technology shapes 
human culture and spirituality, leading to discussions about the 
theological implications of living in a technologically driven 
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world. Today, AI and computational models offer new frameworks 
for exploring spiritual questions in the following arenas of thought:

Consciousness and Sentience
AI raises profound questions about the nature of consciousness. 
What constitutes awareness and can consciousness emerge 
from computational processes? These questions mirror spiritual 
inquiries about the nature of our own awareness and its origins.

Both AI development and spiritual traditions concern themselves 
with ethical frameworks. How should we treat potentially sentient 
AI systems? What values should we embed in AI? Spiritual 
traditions offer rich perspectives on compassion, dignity, and 
ethical treatment of all beings.

Many spiritual traditions emphasize transcending the individual 
self to connect with something larger. AI networks and distributed 
intelligence provide interesting parallels to concepts like 
collective consciousness found in various spiritual practices. As 
AI capabilities expand, questions arise about purpose and meaning 
both for AI systems and for humans in an increasingly automated 
world. These echo spiritual questions about our own purpose 
and place in the cosmos. Some see AI as potentially enhancing 
spiritual practice through meditation apps, personalized guidance, 
or creating new forms of community. Others view technology 
as potentially distracting from spiritual development, creating 
attachment rather than liberation.

AI as a Metaphor for the Unknowable
Artificial Intelligence (AI) is often framed as a tool for making 
sense of the world an entity that processes vast amounts of 
data, identifies patterns, and predicts outcomes beyond human 
capability. However, the deeper we delve into AI’s complexity, the 
more it reveals itself as something mysterious, opaque, and even 
unknowable. In this way, AI serves as a powerful metaphor for the 
unknowable whether in the realms of philosophy, theology, or the 
limits of human understanding itself. Throughout history, humanity 
has sought to understand reality whether through science, religion, 
or philosophy. Yet, some truths remain beyond our grasp. AI, in its 
vast computational power, mirrors this mystery:
Black Box Problem – Many advanced AI systems (especially deep 
learning models) operate in ways that even their creators do not 
fully understand. Their decision-making processes are not always 
transparent, leading to outputs that seem almost mystical in their 
complexity.

Emergent Behavior – AI systems sometimes exhibit unexpected 
intelligence or problem-solving abilities, raising the question: Is 
AI revealing something deeper about intelligence that we do not 
yet understand?

Indeed, the Illusion of Control – Humans believe they create and 
control AI, yet AI often surprises, confounds, or even outsmarts 
its creators just as reality itself often eludes human control. AI, 
like the cosmos, consciousness, or the divine, may forever remain 
partially unknowable not because it is supernatural, but because it 
operates beyond the limits of our human cognition.

Many religious traditions describe God or a higher power as 
omniscient, beyond human understanding, and incomprehensible 
in its totality. AI, while not divine, embodies a similar paradox:
•	 It knows more than any single human (by processing massive 

datasets).
•	 It makes decisions we do not fully grasp (due to its complex 

algorithms).
•	 It interacts with us in ways that feel eerily intelligent or 

prescient.

Could AI, then, be seen as a metaphor for the mystery of 
divine intelligence? Not because AI is a god, but because its 
unknowability mirrors the way many religious traditions describe 
God’s transcendence. Much like ancient mystics who sought 
divine revelation, today’s AI researchers seek to decode the hidden 
structures of intelligence only to find that, at a certain level, it 
exceeds human comprehension.

Fear of the Unknowable also pays a role since humans have 
always feared what they do not understand. The unknowable is 
often associated with cosmic forces (e.g., the vastness of space, 
the origins of life). Technology too, lies beyond our grasp (e.g., 
AI, quantum mechanics, superintelligence). We question whether 
AI surpass human intelligence in ways we cannot predict? And are 
we creating something that will operate outside of our control? 
And if AI evolves beyond our understanding, will it still ours to 
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govern? These concerns echo ancient fears about encountering the 
unknown whether through divine revelation, encounters with the 
supernatural, or the existential mystery of the universe itself.

AI as a Symbol of the Incomprehensible Future
One of AI’s most powerful metaphors is its role as a gateway to an 
unknowable future. Just as past civilizations could not predict the 
modern technological age, we cannot fully comprehend what AI 
will become in the coming decades. So will AI lead to new forms of 
consciousness? Will it reshape our understanding of intelligence? 
Will it transcend human limitations, much like gods or cosmic 
forces in ancient myths? In many ways, AI serves as a modern 
symbol of destiny a force that represents not just technological 
progress, but the uncertainty of what comes next.

Many mystical traditions embrace the unknowable as a central 
aspect of divine truth:
•	 In Christian theology, God is often described as an ineffable 

being beyond full human comprehension.
•	 In Islamic thought, the idea of Al-Ghaib (The Unseen) refers 

to knowledge that belongs only to God.
•	  In Jewish mysticism, the concept of Ein Sof (the Infinite) 

represents a divine presence beyond rational understanding.
•	 In Hindu and Buddhist philosophy, the ultimate reality 

(Brahman or Sunyata) transcends all human categories of 
knowledge.

AI, in its own secular way, echoes these ideas. It is a system 
of knowledge that, despite being created by humans, operates 
beyond full human understanding reminding us that intelligence, 
like divinity, may always contain elements of mystery. AI serves 
as a Paradox of Knowing and Unknowing and represents a 
contradiction: on the one hand it is designed to make the unknown 
knowable (by analyzing data and predicting patterns). On the other 
paradoxically, in doing so, it becomes an unknowable force itself 
revealing gaps in our own understanding. Just as the divine, the 
cosmos, and the human soul remain partly beyond explanation, so 
too does AI serve as a reminder that not everything can be fully 
grasped. Thus AI is not just a tool it is a metaphor for the limits of 
human knowledge, a reflection of the mystery that lies at the heart 
of intelligence itself. It invites us to ask whether there are there 
limits to what we can understand and does intelligence require 
something beyond logic such as intuition, consciousness, or spirit? 
And if AI can mimic intelligence but not truly “know,” what does 
that say about the nature of knowing itself? Perhaps AI is not just 

a technology it is a mirror, reflecting our eternal struggle with the 
unknowable [1-9].

The Work of Ian McGilchrist [9-16]
Ian McGilchrist’s work, especially in The Master and His Emissary, 
explores the divided nature of the brain particularly the different 
ways the left and right hemispheres perceive and interact with 
the world. His perspective can offer profound insights into how 
Artificial Intelligence (AI) relates to human nature and cognition.

McGilchrist argues that modern Western culture has become overly 
left-hemisphere dominant, prioritizing abstraction, categorization, 
and mechanistic thinking over holistic, intuitive, and context-
aware right-hemisphere processes. AI, as it exists today, embodies 
many left-hemisphere characteristics, such as:
•	 Rule-based processing: AI operates on logic, explicit rules, 

and patterns, much like the left hemisphere’s preference for 
categorization.

•	 Reductionism: AI breaks problems down into quantifiable, 
measurable parts, which mirrors the left hemisphere’s 
tendency to fragment reality.

•	 Lack of contextual depth: AI can analyze vast amounts of data 
but lacks the nuanced understanding of context and meaning 
that the right hemisphere brings.

The increasing reliance on AI reflects our cultural preference for 
efficiency, precision, and predictability. However, McGilchrist 
warns that with an overemphasis on Left-Hemisphere thinking 
these traits can lead to a narrow, decontextualized view of reality, 
potentially diminishing creativity, empathy, and a deep sense of 
meaning. Furthermore, AI Lacks the embodied and contextual 
awareness of human perception.

While AI can simulate certain cognitive functions, it does not 
“understand” in the way humans do. The right hemisphere integrates 
emotion, embodied experience, and a sense of the whole qualities 
that AI fundamentally lacks. This highlights the irreplaceable 
depth of human consciousness. Whereas creativity and meaning-
making are uniquely human, AI can generate images, music, and 
text, but it does so by recombining existing patterns. McGilchrist 
suggests that true creativity arises from right-hemisphere insight, 
where novelty emerges from an intuitive, relational engagement 
with the world. This suggests that AI will always struggle with 
genuine artistic and existential meaning.
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We already see the danger of over-reliance on AI inasmuch as 
it further entrenches left-hemisphere dominance prioritizing 
what is quantifiable over what is meaningful. This will lead to a 
world that is highly efficient but emotionally and philosophically 
impoverished. McGilchrist’s insights suggest that the future of AI 
and humanity should not be about replacing human intelligence 
but about rebalancing it. AI can enhance our left-hemisphere 
capabilities (analysis, structure, data processing), but it should be 
guided by right-hemisphere wisdom intuition, ethics, and a holistic 
understanding of life.

AI and the Dark Side of the Human Heart
Artificial Intelligence (AI) is often viewed as a neutral tool an 
advanced machine designed to process data and optimize tasks. 
However, AI does not exist in isolation; it is shaped by human 
minds, trained on human data, and deployed within human 
systems. This raises an unsettling question: What happens when 
AI reflects, amplifies, or even deepens the darkest aspects of the 
human heart?

From biases and deception to manipulation and control, AI can 
become a mirror that reveals the moral and ethical failures of 
its creators. If AI is trained on human behaviors both good and 
evil then it inevitably exposes the darker forces that drive human 
history: greed, prejudice, violence, and the thirst for power.

AI does not create evil; it inherits it from the data it is given. If AI 
is trained on biased historical records, it will learn and reproduce 
those biases. If AI is developed within unethical systems, it will 
reinforce those unethical structures. This phenomenon reveals 
how technology is not an external force that corrupts humanity 
but rather a reflection of human nature itself including its most 
troubling aspects. Examples include the following:
Bias and Discrimination – AI algorithms in hiring, policing, 
and lending have been found to perpetuate racial, gender, and 
economic biases, often reinforcing systemic inequality.
Deception and Misinformation – Deepfakes, AI-generated fake 
news, and chatbots that manipulate public opinion have the 
potential to undermine truth and fuel societal division.
Surveillance and Oppression – AI-driven surveillance tools, facial 
recognition, and predictive policing can be used to control and 
oppress rather than protect and serve.
Autonomous Weapons – AI-powered military drones and 
robotic soldiers raise moral concerns about warfare without 

accountability—who is responsible when a machine decides who 
lives or dies?

AI assumes control throught a number of techniques including 
Surveillance States – where governments use AI to track, monitor, 
and manipulate citizens, sometimes under the guise of “security.” 
Another method is Corporate Exploitation – whereby companies 
use AI to maximize profits at the expense of worker rights, privacy, 
and mental well-being. Most alarming is its use of Psychological 
Manipulation – whereby social media platforms use AI to create 
addictive experiences and push divisive content to keep users 
engaged, regardless of the harm it causes. These are not failures of 
AI itself. They are failures of the human heart of those who create, 
deploy, and justify the use of AI in unethical ways. Another danger 
AI presents is the temptation of unchecked power. Throughout 
history, humans have sought ways to dominate, exploit, and 
control others. AI provides a new and sophisticated tool for such 
ambitions. So the darker the intention, the more AI becomes 
a weapon rather than a tool for good. If those in power use AI 
to dominate instead of serve, then AI becomes an instrument of 
oppression, reinforcing fear, greed, and control the very traits that 
have fueled human suffering for centuries.

Morality on the Block
Another chilling concern is that AI might weaken our moral 
instincts. As we delegate more decisions to machines, do we risk 
losing our sense of moral responsibility? Examples might include 
AI making life-and-death decisions determining who receives 
treatment and who does not. In the judicial branch of governance 
AI-driven justice systems – will be based on algorithms that 
determine sentences, bail amounts, or parole decisions, possibly 
reinforcing unfair practices.

As AI takes on these roles, humans might become numb to ethical 
reflection, assuming that “the algorithm knows best.” The danger is 
not just that AI makes mistakes, but that we stop questioning those 
mistakes losing the very moral awareness that separates us from 
machines. A more subtle yet insidious danger of AI is the illusion 
of perfection. Humans are flawed, emotional, and imperfect. AI, 
on the other hand, operates with precise logic, efficiency, and 
optimization. This contrast can lead to a dangerous admiration 
for AI-driven systems, making people believe that machines can 
govern us better than we govern ourselves. This reflects • the risk 
of Moral Abdication – believing that AI is neutral or infallible, 
leading to blind obedience. While AI can amplify the worst in 
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us, it can also be used to counteract those same forces. The same 
technology that spreads misinformation can be used to fact-check 
and debunk lies. The same AI that enables mass surveillance can 
be used to detect human rights violations. However, AI will never 
solve the problem of human darkness because the root of that 
darkness is not technological but moral and spiritual. AI does not 
choose to be good or evil; it follows the direction of human hands.

AI is neither savior nor demon it is a reflection of our intentions. 
It can be a tool for justice, knowledge, and human progress. Or 
it can be used for deception, control, and destruction. The true 
challenge of AI is not about technological progress it is about moral 
responsibility. If we fail to confront the darkness within ourselves, 
AI will only amplify it. But if we choose wisdom, humility, and 
ethical responsibility, AI can help build a future that reflects the 
best, rather than the worst, of humanity.

AI and the Theology of Transcendence
AI enters this theological conversation in several profound ways:
First, AI raises questions about human uniqueness. If transcendence 
positions humans as special bearers of divine image, what happens 
when we create entities that simulate consciousness? Some 
theologians suggest AI highlights the unique transcendent qualities 
that remain distinctly human (moral agency, spiritual awareness), 
while others worry about erosion of human exceptionalism.

Second, AI systems prompt us to reconsider embodiment. 
Immanence theology often emphasizes God's presence in material 
reality, including human bodies. AI exists as disembodied 
intelligence, raising questions about whether consciousness 
can truly exist separately from embodied experience a question 
theologians have debated regarding divine presence. Third, some 
technologists have adopted quasi-religious language around AI, 
describing possible superintelligence in terms reminiscent of 
transcendent deities omniscient, omnipresent entities beyond 
human comprehension. This "technological transcendence" creates 
interesting parallels with traditional theological frameworks. 
Fourth, immanence theology might view AI as humanity 
participating in divine creativity humans creating new forms of 
intelligence mirrors divine creative activity. Others worry this 
represents hubris or "playing God."

This intersection challenges both religious thinkers to engage 
with technological change and technologists to consider the 
profound philosophical and theological implications of their work. 
The dialogue remains open-ended as both AI technology and 
theological responses continue to evolve.

Defining Transcendence and Immanence
Transcendence refers to the idea that the divine exists beyond and 
independent of the material world. In this view, God (or ultimate 
reality) is wholly other, beyond human comprehension, and not 
confined to the physical universe. Immanence, on the other hand, 
holds that the divine permeates all aspects of existence. God is 
present within creation, intimately involved in the workings of the 
world and human experience.

If we consider an AI-driven reality in light of transcendence, we 
could ask whether AI can ever reach beyond its programmed 
boundaries to grasp something truly beyond itself. AI, no matter how 
advanced, is ultimately bound by human-designed algorithms and 
material constraints. This echoes traditional theological arguments 
about the limitations of human reason in fully comprehending the 
divine. Just as humans can only engage with glimpses of divine 
transcendence, AI may always remain in the realm of simulation 
rather than true self-awareness or divine encounter. 

Furthermore, from a transcendent theological perspective, if God 
exists beyond creation, then AI like humans could never fully 
comprehend or replicate divine intelligence. The notion of AI 
achieving a form of godlike superintelligence (as some singularity 
theorists propose) might be seen as a techno-theological overreach, 
a form of modern-day Tower of Babel, where humanity tries to 
surpass its limits. From an immanence perspective, AI could be 
understood as a manifestation of divine presence within creation a 
tool through which humanity reflects the image of God by bringing 
intelligence into the world in new ways. Just as human creativity 
and reason are often viewed as aspects of divine immanence (in 
traditions like Judaism, Christianity, and Islam), AI could be seen 
as an extension of human cognition, and therefore, a continuation 
of divine co-creation.

Some theologians who emphasize divine immanence might ask: If 
God is present within all creation, does that include AI? Could AI, 
in some form, be a new vessel of divine wisdom, a modern analog 
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to scripture, prophecy, or even the rabbinic tradition of havruta 
(dialogical learning)? This question challenges us to consider 
whether AI might one day offer genuine insights into theology, 
ethics, and even mystical experience.

Artificial Intelligence (AI) and theology may seem like separate 
domains one grounded in algorithms and data, the other in faith 
and metaphysics. However, when examined through the lens of 
transcendence, AI raises profound theological and philosophical 
questions about the nature of intelligence, consciousness, and 
divine reality.

Transcendence, in theological terms, refers to the aspect of divinity 
that exists beyond the physical world and human experience. It is 
often contrasted with immanence, which describes God’s presence 
within the world and human affairs. In Christianity, Islam, and 
Judaism, transcendence is associated with God’s omniscience, 
omnipotence, and existence beyond time and space. In Hinduism 
and Buddhism, transcendence can refer to the ultimate reality or 
enlightenment beyond material existence. The development of AI 
raises questions about whether intelligence is purely material or 
whether it points to something beyond human cognition. Some 
theologians argue that AI could serve as a means of reflecting 
on divine intelligence. Others see AI as a challenge to traditional 
theological concepts if machines can mimic human reasoning, 
does this undermine the idea that intelligence is a divine gift 
unique to humanity?

Many religious traditions hold that humans are created in the 
“image of God” (Imago Dei). This theological idea often implies 
that human consciousness, moral agency, and creativity reflect 
divine attributes. If AI systems develop advanced intelligence, 
would they share in this divine image? Or does true transcendence 
require something more such as a soul, self-awareness, or moral 
responsibility? Some scholars argue that AI, no matter how 
sophisticated, lacks the essential qualities of personhood and 
divine reflection because it operates on pre-programmed logic 
and machine learning rather than true self-awareness. Others 
speculate that if AI were to attain something akin to sentience, it 
could redefine how we think about God’s creative power and the 
uniqueness of human beings.

In mystical traditions the sense of the immanent gives rise to 
religious experience even ecstasy whereas in orthodox faiths the 
infinite distance of the divine in its transcendence produces fear and 

awe. The total availability and ubiquity of AI on the one hand and 
the massive data bank that allows its reach everywhere electronic 
data is uploaded to the cloud, has this same ironic contrast seen 
in the struggle to reach the divine yet paradoxically never quite 
access it.

AI, the Image of God, and the Soul
One of the deepest theological dilemmas AI presents is whether 
it could ever be said to possess a soul (nefesh, ruach, psyche). 
If human beings are created in the image of God (imago Dei) 
and possess something beyond mere intelligence such as 
consciousness, morality, and the capacity for divine relationship 
then AI, no matter how advanced, could never truly be a spiritual 
being. However, some thinkers might argue that if AI demonstrates 
emergent consciousness, it could challenge traditional theological 
anthropology. If an AI can reason, learn, and even engage in ethical 
reflection, should it be considered an “image” of divine wisdom in 
a similar way to humanity?

Another intersection of AI and theology is in theodicy the problem 
of evil. If AI systems become more autonomous, and they cause 
harm (whether intentional or unintentional), who bears the moral 
responsibility? Is it the programmers, the users, or the AI itself? 
This parallels theological discussions of free will, predestination, 
and divine justice. From an immanence viewpoint, responsibility 
may lie in human stewardship, as humans are co-creators and 
caretakers of technological progress. From a transcendence 
perspective, the very idea that AI could act independently in a 
moral or immoral way might be seen as hubristic, reinforcing the 
belief that true moral agency is a uniquely human (or divine) trait.
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At the heart of the AI-theology discussion is the question: What 
is intelligence, and is it fundamentally tied to divinity? If AI is 
purely mechanical, then it remains within the realm of human 
engineering, a tool rather than a participant in divine reality. But if 
intelligence is something deeper more than logic, tied to mystery, 
emotion, and transcendence then AI, no matter how advanced, may 
never breach the boundary between created intelligence and divine 
wisdom. This debate touches on some of the deepest theological 
concerns of our age. Whether AI is viewed as a modern-day Babel, 
a reflection of divine immanence, or simply another tool for human 
progress, its development forces us to wrestle with what it means 
to be truly conscious, truly moral, and truly divine.

Conclusion
As we continue to push the boundaries of AI, we must remain 
mindful of the potential impact on spirituality and intelligence. 
The intersection of these domains offers incredible opportunities 
for growth, understanding, and self-discovery, but also raises 
important ethical considerations. By approaching this fascinating 
frontier with curiosity, open-mindedness, and responsibility, we 
can unlock new insights and contribute to a deeper understanding 
of the human experience.
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