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Research Article

Unconscious bias among physicians can significantly affect patient 
care, leading to disparities in treatment and outcomes. Here are 
some key insights from the research:
1. Influence on Treatment Decisions: Unconscious biases 
can shape physician behavior and decision-making, often without 
their awareness. For example, studies have shown that physicians 
may be more likely to recommend certain treatments to male 
patients over female patients, or to provide less pain medication to 
Black or Hispanic patients compared to their White counterparts, 
even when clinical presentations are similar.
2. Patient-Physician Interactions: Bias can also affect the 
quality of interactions between physicians and patients. Physicians 
with high levels of implicit bias may spend less time with patients 
from minority groups and provide less supportive care. This can 
lead to patients perceiving their care as less patient-centered, 
which can affect their confidence in treatment plans and adherence 
to medical advice.
3. Health Disparities: Implicit biases contribute to broader 
health disparities. For instance, Black patients with acute coronary 
syndrome are less likely to receive appropriate therapies compared 
to White patients. Similarly, women are less likely to receive knee 
arthroplasty when clinically appropriate, due to implicit gender 

biases among physicians.
4. Recognition and Mitigation: Recognizing and 
addressing unconscious bias is crucial for improving healthcare 
equity. Strategies include increasing diversity among healthcare 
professionals, implementing training programs to raise awareness 
of implicit biases, and developing interventions to improve patient-
physician interactions.

Overall, unconscious bias in healthcare can perpetuate inequalities 
and affect the quality of care provided to patients from diverse 
backgrounds. Addressing these biases is essential for reducing 
health disparities and improving outcomes for all patients. 
Decision-making is part and parcel of human life. People make 
both minor and significant choices daily that directly impact 
their lives. The decisions also have a secondary impact on those 
close to us and the society generally. The importance of adopting 
practical decision-making skills is asserted. The area has attracted 
immense attention from scholars with the aim of understanding 
and facilitating the improvement of the process. One area that has 
attracted scholarly interest is the influence of personal bias that 
affects thought processing in decision-making. 
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Definition
Biasness is loosely defined as the systematic error experienced in 
decision-making. In most cases, one may become biased as one 
tries to make sense of the available information. It is argued that 
biases help people make decisions quickly by listening to their 
guts. Moreover, some people are oblivious of their bias. This is 
referred to as unconscious bias, and it has prevailed despite the 
fast-changing environment. In the current complex world, human 
beings are exposed to much information they cannot process at 
once. Therefore, they are naturally inclined to take mental shortcuts 
when making decisions. It amplifies the role of unconscious bias 
in the process. Although it may sound ideal, it gets in the way of 
deliberate reasoning and results in misguided decision-making. 

Health care providers’ attitudes of marginalized groups can be key 
factors that contribute to health care access and outcome disparities 
because of their influence on patient encounters as well as clinical 
decision-making. Despite a growing body of knowledge linking 
disparate health outcomes to providers’ clinical decision making, 
less research has focused on providers’ attitudes about disability. 
The aim of this study was to examine providers’ explicit and 
implicit disability attitudes, interactions between their attitudes, 
and correlates of explicit and implicit bias.

History of Professional Bias 
Unconscious bias is also commonly referred to as implicit bias, 
as noted by Lopez. The term was first coined in 1995 by Mazarin 
Banaji and Anthony Greenwald in their article on implicit social 
cognition. The two psychologists argued that social behavior was 
significantly affected by unconscious associations and judgments. 
They defined implicit bias as the unconscious attitudes and 
stereotypes that impact our understanding, actions, and decisions 
in an oblivious way. Typically, the implicit attitude is directed 
towards a specific social group. According to the pioneers, it 
explains why people often attribute definite attributes to a particular 
group. They also referred to this concept as stereotyping. However, 
they emphasized that this kind of process is not intentional or 
controllable [1]. 

Therefore, there is a clear distinction between unconscious bias and 
explicit prejudices. Although most people may assume that they 
are not susceptible to biases and stereotypes, they cannot avoid 
engaging in them. It simply means that the brain is working in a 
manner that creates associations and generalizations. The pioneers 
of the implicit bias theory also identify reasons why human beings 
are susceptible to these tendencies. First, they noted that the human 
brain naturally seeks out patterns and associations in information 
processing [2]. This argument asserts that the human ability to 
store, process, and apply information significantly depends on 
forming associations. 

Secondly, the brain strives to take shortcuts to simplify the world. 
Usually, the brain is fed with more information to process. Through 
mental shortcuts, it becomes easier and faster for the brain to 
process all the data. Lastly, the two scholars argued that the human 
experience and social conditioning facilitate implicit bias. In this 

case, factors like cultural conditioning, media portrayals, and 
family upbringing shape our unconscious attitudes. Greenwald and 
Banaji called for more research to facilitate a better understanding 
of the issue. Since the mid-90s, different scholars have extensively 
researched implicit biases. One study has proved that all human 
beings possess implicit biases that affect how we reason, make 
decisions and treat other people [3]. 

They have also noted that avoiding this tendency is often 
challenging since many people do not know that they are engaging 
in it. The following theories have been used to explain different 
aspects of unconscious bias.

Theories on Unconscious Patterns
The theories and approaches referred to in this text are the most 
prominent in the relevant literature. Among these theories, 
Kahneman’s “System 1 and System 2” approach focuses on the 
operational processes of the brain and its effects on decision 
mechanisms. The “Dual Attitudes” model is quite similar to 
Kahneman’s model. However, this model differs from Kahneman’s 
model in that it gives more weight to cultural and social factors 
in the formation of unconscious biases. “Social Identity Theory” 
focuses on social group dynamics to a great extent. 

This theory focuses on in-group and out-group social and cultural 
belonging and their cognitive effects in forming prejudices 
and biases. In our opinion, considering that the theoretical 
developments and discussions in the relevant field are relatively 
new and still ongoing, discussing the similarities and differences 
between these theories requires specific expertise, effort, and 
debate. This study’s primary purpose and motivation are not to 
have such a discussion. In this context, this study aims to draw 
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attention to the importance of unconscious and/or implicit bias, 
which has not been adequately addressed scientifically in our 
country, to ensure that this concept is discussed and encourages the 
production of applied interdisciplinary studies. However, one can 
consult the following studies for the differences and discussions 
between these theories [4-7].

Fitzgerald and Hurst reviewed Forty two articles were identified as 
eligible. Seventeen used an implicit measure (Implicit Association 
Test in fifteen and subliminal priming in two), to test the biases of 
healthcare professionals [8]. 

Twenty five articles employed a between-subjects design, using 
vignettes to examine the influence of patient characteristics on 
healthcare professionals’ attitudes, diagnoses, and treatment 
decisions. The second method was included although it does not 
isolate implicit attitudes because it is recognised by psychologists 
who specialize in implicit cognition as a way of detecting the 
possible presence of implicit bias. Twenty seven studies examined 
racial/ethnic biases; ten other biases were investigated, including 
gender, age and weight. Thirty five articles found evidence of 
implicit bias in healthcare professionals; all the studies that 
investigated correlations found a significant positive relationship 
between level of implicit bias and lower quality of care.

The evidence indicates that healthcare professionals exhibit 
the same levels of implicit bias as the wider population. The 
interactions between multiple patient characteristics and between 
healthcare professional and patient characteristics reveal the 
complexity of the phenomenon of implicit bias and its influence 
on clinician-patient interaction. Their review also indicated that 
there may sometimes be a gap between the norm of impartiality 
and the extent to which it is embraced by healthcare professionals 
for some of the tested characteristics.

Bias Affects Clinical Judgement 
Three studies found a significant correlation between high levels 
of physicians’ implicit bias against blacks on IAT scores and 
interaction that was negatively rated by black patients [9-11] 
and, in one study, also negatively rated by external observers 
[9]. Four studies examining the correlation between IAT scores 
and responses to clinical vignettes found a significant correlation 
between high levels of pro-white implicit bias and treatment 
responses that favoured patients specified as white [12-15]. In one 
study, implicit prejudice of nurses towards injecting drug users 
significantly mediated the relationship between job stress and their 
intention to change jobs [16].

Twenty out of 25 assumption studies found that some kind of bias 
was evident either in the diagnosis, the treatment recommendations, 
the number of questions asked of the patient, the number of tests 
ordered, or other responses indicating bias against the characteristic 
of the patient under examination.

Determinants 
Socio-demographic characteristics of physicians and nurses (e.g. 
gender, race, type of healthcare setting, years of experience, 
country where medical training received) are correlated with level 
of bias. In one study, male staff were significantly less sympathetic 
and more frustrated than female staff with self-harming patients 
presenting in A&E [17]. Black patients in the US but not the UK 
were significantly more likely to be questioned about smoking 
than white [18]. In another study, international medical graduates 
rated the African-American male patient in the vignette as being 
of significantly lower SES than did US graduates [19]. One study 
found that pediatricians held less implicit race bias compared with 
other MDs [15].

The theory of aversive racism, first posed in the 1970s, 
encompasses some of the most widely studied ideas in social 
psychology. According to theory developers Samuel L. Gaertner, 
PhD, of the University of Delaware, and John F. Dovidio, PhD, 
of Yale University, people may hold negative nonconscious or 
automatic feelings and beliefs about others that can differ from 
their conscious attitudes, a phenomenon known as implicit bias. 
When there’s a conflict between a person’s explicit and implicit 
attitudes when people say they’re not prejudiced but give subtle 
signals that they are, for example those on the receiving end may 
be left anxious and confused. 

Lab studies have long tested these ideas in relation to employment 
decisions, legal decisions and more.

In 2003, the concepts received an empirical boost from “Unequal 
Treatment,” a report from an Institute of Medicine (IoM) panel 
made up of behavioral scientists, physicians, public health experts 
and other health professionals. The report concluded that even 
when access-to-care barriers such as insurance and family income 
were controlled for, racial and ethnic minorities received worse 

https://bmcmedethics.biomedcentral.com/articles/10.1186/s12910-017-0179-8#ref-CR48
https://www.nap.edu/catalog/10260/unequal-treatment-confronting-racial-and-ethnic-disparities-in-health-care
https://www.nap.edu/catalog/10260/unequal-treatment-confronting-racial-and-ethnic-disparities-in-health-care
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health care than non-minorities, and that both explicit and implicit 
bias played potential roles.

“The report really opened a lot of doors to further research on bias 
in care,” says Dovidio, who served on the IoM panel.

Psychologists and others are now building on the IoM findings 
by exploring how specific factors, including physicians’ use 
of patronizing language and patients’ past experiences with 
discrimination, affect patients’ perception of providers and care. 
Research is also starting to look at how implicit bias affects the 
dynamics of physician-patient relationships and subsequent care 
for patients with particular diseases, such as cancer and diabetes.

Tackling this topic can be difficult because of the real-world 
challenges of getting medical professionals to engage in these 
studies, researchers say. Another problem is that the main measure 
used to assess implicit bias, the Implicit Association Test (IAT), 
has come under fire in recent years for reasons including poor 
test-retest reliability and the argument that higher IAT scores do 
not necessarily predict biased behavior. While this disagreement 
remains to be resolved, researchers are starting to use other 
measures and techniques to assess implicit bias, as well as new 
methodologies to track patient attitudes and outcomes. And while 
the predictive power of the IAT may be relatively small, in the 
aggregate, even small effects can have large consequences for 
minority patients [20].

Implicit bias is called implicit for a reason it’s not easy to capture 
or to fix, says Michelle van Ryn, PhD, an endowed professor at 
Oregon Health & Science University (OHSU). But it is worth a 
deeper dive because of its implications for patient treatment on 
both a personal and a health-care level, she says.

“Implicit bias creates inequalities through many difficult-
to-measure pathways, and as a consequence, people tend to 
underestimate its impact,” says van Ryn. “This kind of research 
is essential in making real progress toward health-care equality.”

How Bias Plays Out
One of the first psychologists to apply theories of aversive 
racism and implicit bias in a real-world medical setting is social 
psychologist Louis A. Penner, PhD, senior scientist at Wayne State 
University’s Karmanos Cancer Institute. Along with Dovidio, 
Gaertner and others, he asked patients and physicians before 
a medical appointment about their race- related attitudes, and 
measured physicians’ implicit bias. The researchers also video-
recorded patients and physicians during the appointment and 
asked them to complete questionnaires afterward.

The team found that black patients felt most negatively toward 
physicians who were low in explicit bias but high in implicit bias, 
demonstrating the validity of the implicit-bias theory in real-world 
medical interactions [21].

Researchers are also examining ways that providers may 
inadvertently demonstrate such bias, including through language. 

In a study, Nao Hagiwara, PhD, at Virginia Commonwealth 
University, and colleagues found that physicians with higher 
implicit-bias scores commandeered a greater portion of the patient-
physician talk time during appointments than did physicians with 
lower scores [22].

Those findings are consistent with research by Lisa A. Cooper, MD, 
of Johns Hopkins University School of Medicine and colleagues, 
who found that physicians high in implicit bias were more likely to 
dominate conversations with black patients than were those lower 
in implicit bias, and that black patients trusted them less, had less 
confidence in them, and rated their quality of care as poorer [23].

The individual words that physicians use can also signal implicit 
bias, Hagiwara has found. She looked at physicians’ tendency to 
use first-person plural pronouns such as “we,” “ours” or “us” when 
interacting with black patients. According to social psychology 
theories related to power dynamics and social dominance, people 
in power use such verbiage to maintain control over others of 
lesser power. In line with those theories, she found that physicians 
who scored higher in implicit bias spoke more of these words than 
colleagues lower in implicit bias, using language such as, “We’re 
going to take our medicine, right?” [24]. 

Specific Diseases and Populations
Another line of research is investigating physician and patient 
attitudes among patients with specific diseases. This work is 
shedding more light on the role that patients may play in poor 
communication and relationship outcomes, and eventually aims to 
show whether poor communication affects health outcomes.

In a study of black cancer patients and their physicians, Penner, 
Dovidio and colleagues found that, overall, providers high in 
implicit bias were less supportive of and spent less time with their 
patients than providers low in implicit bias. And black patients 
picked up on those attitudes: They viewed high- implicit-bias 
physicians as less patient- centered than physicians low in this 
bias. The patients also had more difficulty remembering what their 
physicians told them, had less confidence in their treatment plans, 
and thought it would be more difficult to follow recommended 
treatments [25]. 
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In another study, Penner and colleagues looked more specifically 
at how past discrimination may influence black cancer patients’ 
perception of care and their reactions to it. Patients who reported 
high rates of past discrimination and general suspicion of their 
health care talked more during sessions, showed fewer positive 
emotions and rated their physicians more negatively than those 
who reported less past discrimination and lower suspicion [26]. 
She and colleagues will assess the role of physician communication 
behaviors as they relate to patients’ trust in and satisfaction with 
their providers, and then see how those interactions relate to health 
outcomes.

Medical Students 
While most implicit-bias studies in health-care treatment have 
been conducted with black patients and nonblack providers, other 
researchers are investigating implicit bias in relation to other ethnic 
groups, people with obesity, sexual and gender minorities, people 
with mental health and substance use disorders, older adults and 
people with various health conditions.

Medical school is one arena where this work is taking place. 
OHSU’s van Ryn, who is founder and head of a translational 
research company called Diversity Science in Portland, Oregon, 
is principal investigator in a long-term study of medical students 
and residents examining whether and how the medical school and 
residency training environments might influence future doctors’ 
racial and other biases. 

The study asks students on a regular basis about their implicit 
and explicit attitudes toward racial and other minorities, and how 
these views might change over time. In several studies using this 
data set, the team has found that student reports of organizational 
climate, contact with minority faculty and patients, and faculty 
role-modeling were more strongly related to changes in implicit 
and explicit bias than their experiences with formal curricula or 
formal training [27].  These include studies headed by health 
services researcher Sean Phelan, PhD, of the Mayo Clinic, that 
examine medical student reactions to patients who are obese and 
who identify as LGBT. 

In prospective studies of the initial medical student cohort, he 
found results similar to those involving race: for example, that 
students with lower implicit-bias scores were more likely to 
have had frequent contact with LGBT faculty, residents, students 
and patients, and that those with higher scores were more likely to 
have been exposed to faculty who exhibited discriminatory 
behavior [28]. 

In terms of race, van Ryn’s team also found that students who 
entered medical school with lower implicit-bias scores and many 
positive experiences with people of different races were likely to 
build on those experiences during medical school, says Dovidio. 
Another promising intervention, the prejudice habit-breaking 
intervention, is based on a theory developed by Patricia G. Devine, 
PhD, and William T.L. Cox, PhD, of the University of Wisconsin 
Madison. The intervention, which adopts the premise that bias, 

whether implicit or explicit, is a habit that can be overcome with 
motivation, awareness and effort, includes experiential, educational 
and training components. 

A study by Patrick S. Forscher, PhD, of the University of 
Arkansas, and colleagues found that compared with controls, 
people who received the intervention were more likely after 14 
days to feel concern about the targets of prejudice and to label 
biases as wrong, though that awareness later declined.  However, 
in a subsample of original participants two years later, those who 
received the intervention were more likely than controls to object 
to an online essay endorsing racial stereotyping, the team found 
[29]. 

System 1 and System 2 Model of Thinking 
Yaşar Suveren writes:
This model of thinking was introduced in 2011 by Daniel 
Kahneman. This study was published in Turkish in 2018 [30]. 
It is widely adopted due to its simplicity and intuitive nature. 
The theory gives an analogy explaining how the human mind 
processes information. The brain is fast, automatic, and intuitive 
in the first system, as Oberai and Anand [31] noted. In this state, 
the mind engages in innate mental activities that human beings 
were born with. They include mental activities meant to perceive 
the immediate surroundings, recognize objects, and read facial 
expressions, among others. Payne et al. [3] emphasized that system 
1 operates automatically and quickly, with no effort or voluntary 
control. 

On the other hand, system 2 gives attention to the mental processes 
that demand it. It includes cognitive processes on complex 
computations [32]. This brain system is often associated with 
subjective experiences of choice. Most people resonate with 
system 2 of thinking. They assume that their decision-making 
is characterized by making intentional choices on what to think 
about and do. Furthermore, Sander et al. [1] note that this system 
can construct thoughts in orderly steps. In this case, one can resist 
processing some information. 

On the other hand, system 1 mode of thinking is entirely 
involuntary. It is directly related to implicit biases that occur with 
little effort [32]. When using this theory, it is noted that the implicit 

http://www.diversityscience.org/
http://www.changestudy.org/
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biases can differ amongst neighbors, friends, or even family 
members. A Model of Dual Attitudes According to Fitzgerald and 
Hurst [33], the concept of dual attitudes is widely adopted in social 
psychology. It explains the idea that one can have two different 
attitudes about the same thing. 

These are both implicit and explicit attitudes. The implicit attitude 
entails the intuitive response, which is often unconscious and 
uncontrolled. On the other hand, Weber and Wiersema [2] note that 
the explicit attitude is conscious and controlled. These attitudes coexist 
in the individual’s mind, although the subject may not be aware of it. 
This theory is popularly used to explain unconscious bias. In this case, 
the implicit attitudes include the oblivious stereotype that subjects 
hold towards members of a particular social group. 

The concept can be easily explained through the examination 
of racial prejudice. According to Weber and Wiersema [2], 
individuals cultivate their views on race based on their immediate 
environment when growing up. For instance, their upbringing has 
a significant impact on the development of racial prejudice. 

Other influencing factors include the regional and ethnic 
background of an individual. Early exposure to prejudiced attitudes 
shapes their implicit views about members of other ethnic groups. 
However, when they grow up, they are bound to create different 
perspectives. For instance, with age, education, and exposure, 
individuals may shift their social attitudes to embrace an explicit 
attitude [34]. 

In most cases, the secondary attitudes are nonprejudicial to avoid 
any social judgments from other people. In such situations, the 
subject is said to have dual attitudes towards race. Glasgow [35] 
notes that the subject would have to engage in an intensive self-
examination to acknowledge the duality. In unconscious bias, this 
theory explains why people are not aware of the oblivious views 
that influence their decision-making and perspectives towards 
other people.

Social Identity Theory 
The social identity theory was developed after a series of 
studies conducted by Henri Tajfel. Tajfel is a renowned British 

social psychologist who invested in minimal-group studies. The 
participants in these studies were assigned to groups that were 
designed to be as arbitrary as possible. When the people were told 
to transfer points to other participants, they gave more points to 
in-group members than out-group members. The studies were 
interpreted as showing that categorizing people in groups is a good 
factor influencing their thinking. 

As Howard and Bornstein [36] note, they are more prone to think 
of themselves as a group and not separate individuals. The theory 
was coined to explain how group membership can influence a 
person’s attitudes in social settings. Therefore, group membership 
helps people define who they are and relate with members of 
other groups. The theory has significantly influenced scholarly 
research as it reveals the connection between cognitive processes 
and behavioral motivation. Initially, the focus of the theory was to 
explain intergroup conflict and relations in a broader perspective. 

As Lopez notes, later elaborations by Tajfel’s student, John Turner, 
and his colleagues expanded the application of the theory in 
explaining how people interpret their positions in a social setting. 
The theory was also used to elaborate on how social groups affect 
their perceptions of others. Some of these perceptions include 
social stereotypes, which are indicators of unconscious bias. 

The theory also gives three cognitive processes that shape 
how unconscious bias is formed in the group context. The first 
mental process is social categorization. According to Howard 
and Bornstein [36], social categorization refers to the tendency 
of individuals to perceive themselves and others based on 
constructed social categories. In this case, the subject is viewed 
as an interchangeable group instead of individuals with unique 
qualities. Here, one may hold implicit attitudes towards those that 
fall within a specific social category. 

Glasgow [35] identifies the second and third cognitive processes 
as social comparison and social identification. Social comparison 
refers to the process used by people to determine the value or social 
position of a group and its members. For instance, schoolteachers 
are implicitly perceived to have a higher social standing compared 
to garbage collectors. Lastly, Faucher [37] notes that social 
identification reveals that people perceive themselves as active 
observers in social situations. Therefore, their sense of self and 
how they relate with others shape their attitudes towards other 
individuals and group members. 

Social identity is a result of these three factors. Zheng [34] defines 
the concept as an individual’s knowledge of belonging to a 
particular social group and the valuation of its membership. The 
motivation of social behavior explains how individuals develop 
unconscious bias based on social groups. According to the theory, 
people generally prefer to identify with the positive traits of 
the groups that they belong to. In addition, they are inclined to 
seek out the positive qualities and attitudes from their in-group 
members. This inclination facilitates unconscious bias as they may 
focus more on the negative characteristics of out-group members. 
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Many people do so to downplay the importance of positive 
qualities in other groups. It increases the risk of identity threats 
where members of a group feel like their competence devalues 
[35]. 

Additionally, it may result in inter-group conflicts, which are 
among the consequences of unconscious bias. Manifestations of 
Unconscious Bias as Buetow [38] notes, identifying unconscious 
bias requires a high level of introspection. Moreover, it is the 
critical factor in determining ways to overcome oblivious 
prejudice. Knowing how implicit bias manifests will facilitate 
effective reflection at an individual level. It will also help identify 
instances when the individual or someone else is a victim of bias. 
Faucher [37] also notes that understanding the manifestation of 
prejudice can help cultivate the confidence to speak up against 
any negative behavior. Consequently, it facilitates the creation 
of an inclusive environment where all individuals are treated as 
equals. This section explores some of the common manifestations 
of unconscious bias. 

Gender Bias 
According to Fitzgerald and Hurst [33], gender bias refers to 
preferring one gender over the other. It is often referred to as sexism. 
Gender bias is often manifested when someone unconsciously 
associates certain stereotypes with different genders. In these 
situations, someone may be treated differently simply because of 
their sex. Here, the skills, capabilities, and qualities that the subject 
possesses are not considered. 

According to gender studies in the United States, 90% of the 
participants were biased against women [39]. Since it falls under 
explicit attitudes, the number of people with an unconscious bias 
against women is assumed to be higher. According to Como et al. 
[39], 50% of men said they had more job rights than women. 

The results of the study further assert the continued prevalence of 
gender bias in society. A study by Oberai and Anand [31] focused 
on why the issue of gender bias still occurs in modern society. First, 
he notes that the problem stems from the prevailing societal beliefs 
about men and women. For instance, society has continually taught 
that men are assertive, decisive, and strong. On the other hand, 
women are expected to be warm, caring, and sympathetic. These 
assumptions are commonly used to give generalized qualities to 
members of either group. 

Faucher [37] also noted that many people possess a dual attitude 
on the issue. In this case, many people were raised in environments 
where women were considered inferior to men. However, when 
they grow up, they embrace the concept of gender equality, where 
both genders are treated as equals. However, their implicit attitudes 
continue to affect them unknowingly.

Unconscious Bias
As Shore et al. point out, disparities in healthcare have been 
increasing at an alarming rate. Compelling evidence shows that 
the underrepresented groups in healthcare are often victims of 
unconscious bias. In this case, implicit attitudes refer to the 
associations that alter caregivers’ perceptions, dictating how they 
interact with the patient. 

Stereotyping and prejudice play a significant role in purporting 
the existing healthcare disparities instead of mitigating them. 
The unintended differences are often reflected in medical school 
admission and faculty hiring and promotion. In this case, ageism, 
gender bias, and name bias are very prominent. Unconscious bias 
is also commonly experienced in inpatient care. According to a 
study by Consul et al. [40], white and black caregivers are likely to 
treat patients of their own race better. 

Similarly, patients have a high preference for caregivers from 
a similar ethnic background. Patients also tend to feel more 
confident when assigned to male practitioners, especially for high-
risk medical procedures. On the same note, young doctors are 
viewed as inexperienced, and patients may opt for older doctors. 
It robs the caregivers of a fair chance to practice, which interferes 
with their career growth. It also adversely affects their motivations, 
which directly influence the quality of services they offer to 
patients. Compared to heterosexual patients, members of the 
LGBTQ community experience higher rates of health disparities. 
It is a result of both conscious and unconscious bias that has been 
projected on them. 
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The problem begins with the presentation of clinical information 
in hospitals. Here, the patients are required to give their age, 
presumed gender, and their racial identity. 

According to Maina et al. [41], the information fuels unconscious 
bias towards the patient. Basing medical care on stereotypes may 
result in premature closure or missed diagnosis, which puts the 
patient at more risk. For instance, at the beginning of the human 
immunodeficiency virus (HIV) pandemic, it was assumed that 
the disease could only be transmitted to members of the gay 
community. 

The assumption hindered timely recognition of infections in 
women, children, and heterosexual men. Apart from sexual 
orientation, other factors that affect the judgment and behavior of 
health practitioners include socio-economic status, age, weight, 
and disabilities, among others. Mitigating implicit bias in this 
sector will help reduce the disparities in it.

Medical errors occur in 1.7-6.5 % of all hospital admissions 
causing up to 100,000 unnecessary deaths each year, and perhaps 
one million in excess injuries in the USA [42,43]. 

In 2008, medical errors cost the USA $19.5 billion [44]. The 
incremental cost associated with the average event was about US$ 
4685 and an increased length of stay of about 4.6 days. The ultimate 
consequences of medical errors include avoidable hospitalizations, 
medication underuse and overuse, and wasted resources that may 
lead to patients’ harm [45,46].

Kahneman and Tversky introduced a dual-system theoretical 
framework to explain judgments, decisions under uncertainty, 
and cognitive biases. System 1 refers to an automatic, intuitive, 
unconscious, fast, and effortless or routine mechanism to make 
most common decisions (Figure 1). Conversely, system 2 makes 
deliberate decisions, which are non-programmed, conscious, 
usually slow and effortful [47]. It has been suggested that most 
cognitive biases are likely due to the overuse of system 1 or when 
system 1 overrides system 2 [48-50]. In this framework, techniques 
that enhance system 2 could counteract these biases and thereby 
improve diagnostic accuracy and decrease management errors.

A model for diagnostic reasoning based on dual-process theory 
(from Ely et al. with permission) [50]. System 1 thinking can 
be influenced by multiple factors, many of them subconscious 
(emotional polarization toward the patient, recent experience 
with the diagnosis being considered, specific cognitive or 
affective biases), and is therefore represented with multiple 
channels, whereas system 2 processes are, in a given instance, 
single-channeled and linear. System 2 overrides system 1 
(executive override) when physicians take a time-out to reflect on 
their thinking, possibly with the help of checklists. In contrast, 
system 1 may irrationally override system 2 when physicians 
insist on going their own way (e.g., ignoring evidence-based 
clinical decision rules that can usually outperform them). Notes: 
Dysrationalia denotes the inability to think rationally despite 
adequate intelligence. “Calibration” denotes the degree to which 
the perceived and actual diagnostic accuracy correspond.

In the last three decades, we learned about the importance of 
patient- and hospital-level factors associated with medical errors. 
For example, standardized approaches (e.g. Advanced Trauma Life 
Support, ABCs for cardiopulmonary resuscitation) at the health 
system level lead to better outcomes by decreasing medical errors 
[51,52]. However, physician-level factors were largely ignored as 
reflected by reports from scientific organizations [53-55]. It was 
not until the 1970s that cognitive biases were initially recognized 
to affect individual physicians’ performance in daily medical 
decisions [9,10,47,56,57]. Despite these efforts, little is known 
about the influence of cognitive biases and personality traits on 
physicians’ decisions that lead to diagnostic inaccuracies, medical 
errors or impact on patient outcomes. While a recent review on 
cognitive biases and heuristics suggested that general medical 
personnel is prone to show cognitive biases, it did not answer 
the question whether these biases actually relate to the number of 
medical errors in physicians [58].

The most commonly studied personality trait was tolerance to 
risk or ambiguity (n = 5), whereas the framing effects (n = 5) 
and overconfidence (n = 5) were the most common cognitive 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5093937/#CR2
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5093937/figure/Fig1/
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biases. There was a wide variability in the reported prevalence 
of cognitive biases (Figure 3). For example, when analyzing 
the three most comprehensive studies that accounted for several 
cognitive biases (Figure 4), the availability bias ranged from 7.8 to 
75.6 % and anchoring from 5.9 to 87.8 %, suggestive of substantial 
heterogeneity among studies. In summary, cognitive biases may 
be common and present in all included studies. The framing effect, 
overconfidence, and tolerance to risk/ambiguity were the most 
commonly studied cognitive biases. However, methodological 
limitations make it difficult to provide an accurate estimation of 
the true prevalence.

Prevalence of cognitive biases in the top three most 
comprehensive studies [59-61] Numbers represent percentages 
reflecting the frequency of the cognitive bias. Note the wide 
variation in the prevalence of cognitive biases across studies

Figure 5: Outcome measures of studies evaluating cognitive biases. 
Numbers represent percentages. Total number of studies = 20. Note that 
30 % of studies are descriptive and 35 % target diagnostic accuracy. Only 
few studies evaluated medical management, treatment, hospitalization or 
prognosis.

In summary, their findings suggest that cognitive biases (from 
one to two thirds of case-scenarios) may be associated with 
diagnostic inaccuracies. Evidence from five out of seven studies 
suggests a potential influence of cognitive biases on management 
or therapeutic errors [14,15,19,60,62]. Physicians who exhibited 
information bias, anchoring effects and representativeness bias, 
were more likely to make diagnostic errors [15,19,60,62].

Early recognition of physicians’ cognitive and biases are crucial 
to optimize medical decisions, prevent medical errors, provide 
more realistic patient expectations, and contribute to decreasing 
the rising health care costs altogether [44,49,63]. In the present 
systematic review, we had four objectives. First, we identified 
the most commonly reported cognitive biases (i.e., anchoring 
and framing effects, information biases) and personality traits 
(e.g. tolerance to uncertainty, aversion to ambiguity) that may 
potentially affect physicians’ decisions. 

All included studies found at least one cognitive factor/bias, 
indicating that a large number of physicians may be possibly 
affected [59-61]. Second, we identified the effect of physician’s 
cognitive biases or personality traits on medical tasks and on 
medical errors. Studies evaluating physicians’ overconfidence, the 
anchoring effect, and information or availability bias may suggest 
an association with diagnostic inaccuracies [12,13,61,64-67]. 
Moreover, anchoring, information bias, overconfidence, premature 
closure, representativeness and confirmation bias may be 
associated with therapeutic or management errors [14,15,19,60,62]. 
Misinterpretation of recommendations and lower comfort with 
uncertainty were associated with overutilization of diagnostic 
tests [14]. Physicians with better coping strategies and tolerance to 
ambiguity could be related to optimal management [62].
For the third objective identifying the relation between physicians’ 
cognitive biases and patient’s outcomes- only 10 % of studies 
provided data on this area [62,68]. 

The fourth and final objective was to identify gaps in the literature. 
They found that only few (<50 %) of an established set of cognitive 
biases [17] were assessed, including: overconfidence, and framing 
effects. Other listed and relevant biases were not studied (e.g. 
aggregation bias, feedback sanction, hindsight bias). For example, 
aggregation bias (the assumption that aggregated data from 
clinical guidelines do not apply to their patients) or hindsight bias 
(the tendency to view events as more predictable than they really 
are) both compromise a realistic clinical appraisal, which may also 
lead to medical errors [17,53]. 

In the present systematic review, they highlighted the relevance 
of recognizing physicians’ personality traits and cognitive biases. 
Although cognitive biases may affect a wide range of physicians 
(and influence diagnostic accuracy, management, and therapeutic 
decisions), their true prevalence remains unknown.

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5093937/figure/Fig3/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5093937/figure/Fig4/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5093937/figure/Fig5/
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Need for New Standards
Amidst years of evidence that the care provided to patients is 
inequitable, the need to address racism in medicine head-on has 
created a new standard for all domains of medicine, including 
medical education. 

The individual decisions of providers are often influenced by bias, 
leading to substandard care and uncomfortable patient interactions. 
In pediatric emergency medicine (PEM), racial disparities have 
been described in several aspects of care, including, but not limited 
to, treatment of pain for children with appendicitis, utilization of 
imaging, and antibiotic prescriptions.

Both in the emergency department and outside it, there is a racial 
disparity in nonaccidental trauma allegations, investigations, 
and outcomes. Black children are more frequently referred for 
investigation and removed from their family's care across the 
country. There remains debate regarding the multifactorial nature 
of this racial disproportionality, but one of these factors is likely 
the racial bias underlying individual decision-making. At least 
one study has demonstrated that standardizing medical decision-
making regarding abuse workups in pediatric hospitals erases the 
racial disparity in abuse allegations by medical providers. This 
strongly suggests that medical providers, left to their own gestalt 
of when to be concerned about nonaccidental trauma, can be 
influenced by racial implicit bias.
When addressing individual racism and implicit bias, there are 
several potential domains to consider, including the bias of the 
learners themselves, the bias of team members, and the bias of 
patients. Each of these domains contains unique challenges and 
the need for overlapping but distinct skill sets. It is imperative for 
all medical providers to be aware of how racial bias impacts care 
and be prepared to address it as part of a larger effort to undo racial 
health disparities and improve the patient and family medical 
experience. Emergency department physicians in particular must 
be adept at utilizing such skills in a fast-paced environment that 
often includes a rotating group of team members and consultants. 
A variety of educational resources have been developed to combat 

provider bias and racism. Skill building for uncomfortable 
scenarios can be challenging in a lecture or other more theoretical 
format. Simulation offers a new potential modality for combating 
racial bias. Addressing the bias of others on the medical team 
can be difficult in the moment, and early learners often describe 
a deer-in-the-headlights panic, or a passivity, when faced with 
these scenarios. This discomfort makes such an interaction ripe for 
simulation, where learners can practice their skills in a realistically 
stressful but safe learning environment. A few authors have 
described the use of standardized patients to improve learning 
about racial bias, and this modality has successfully been used 
in the past to teach cultural competency. However, there are 
few published studies on the use of simulation to address racism 
and implicit bias, as well as no similar simulation publications 
in MedEdPORTAL.

The Neurobiology of Bias
Pascal Molenberghs writes [69]:
Recently it has become possible to investigate the neural 
mechanisms that underlie these in-group biases, and hence 
this review will give an overview of recent developments on the 
topic. Rather than relying on a single brain region or network, it 
seems that subtle changes in neural activation across the brain, 
depending on the modalities involved, underlie how we divide 
the world into ‘us’ versus ‘them’. These insights have important 
implications for our understanding of how in-group biases develop 
and could potentially lead to new insights on how to reduce them.

Through evolution, the human brain has developed to adjust to 
complex social group living. Neuroimaging studies have shown 
that our neural correlates respond differently to in-group and out-
group members. 

Understanding how these neural correlates are influenced by 
group membership is important for a better understanding of 
how complex social problems such as racism and in-group bias 
develop. Race is just one of many dimensions that people can use 
to categorize themselves. Gender, age, profession, ethnicity, status, 
country of birth, sports team, social group and education are just a 
few examples that we use to categorize people as belonging either 
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to the in-group or out-group. Research has shown that people 
categorize themselves and others even based on trivial criteria 
[70] and this categorization can be very fluid and is often context 
dependent. 

How We Categorize Others
From a theoretical perspective, racism is one aspect of a larger 
psychological phenomenon called in-group bias. Our brains have 
developed to adapt to complex social situations. Discriminating 
whether someone belongs to the same or a different group could 
be vital in order to behave correctly in some situations, such as 
during battle.

The same psychological mechanism can, however, lead to highly 
problematic behaviors. Everyone belongs to many different 
groups in their life: In-group bias can be observed between fans 
of sports teams, supporters of political parties, or students from 
competing universities. In-group bias is highly dependent on 
context. Someone can show a bias against another person in 
one situation (e.g., during a football game when the two people 
support opposing teams), but categorize them as belonging to the 
same group in another context (e.g., when engaged in a political 
discussion and realizing that their views align). This demonstrates 
how arbitrary and meaningless these categorizations often are.

Functional magnetic resonance imaging studies have shown that 
the medial prefrontal cortex is particularly involved in social 
categorization. This brain area has also been found to be activated 
in studies in which participants were asked to think about their 
own personal attributes. This indicates that there is a relatively 
close association between thinking about ourselves and thinking 
about the social group(s) we belong to. This makes a lot of sense, 
as people also identify as members of the groups they belong to 
(e.g., “I am a Baltimore Ravens supporter.”).

How We Perceive the Actions of Others
One important insight from psychological research is that people 
can perceive the same action very differently if it is conducted by 
a member of the same group or a member of a different group. In 
one empirical study by the author of the review article, participants 
were arbitrarily divided into two teams [71] and watched videos 
of individuals from their own team and the competing team 
performing hand actions. Participants had to judge the speed of 
these hand movements and on average rated their own teams to 
be faster, even though the hand movements in the videos were 
performed at exactly the same speed.

In an additional functional magnetic resonance imaging study with 
the same task, the scientists found that participants who indicated 
a strong difference between the two groups showed an increase of 
activity in the inferior parietal lobule a brain area that coordinates 
perception and action when watching the videos, but not in 
subsequent decision making when rating the clips. These findings 
suggest that in-group bias already occurs very early in perception, 
not only when making a conscious decision about how to act.

How We Feel Empathy Towards Somebody Else
One of the neuroscientific key findings about racism is that on 
average people express less empathy towards other people who 
do not belong to their own group. Empathy describes the ability 
to understand what somebody else might think or feel and to 
act in an appropriate manner. For example, one study found that 
ethnic group membership can modulate the neural responses 
associated with empathy [72]. Here, the authors used functional 
magnetic imaging to record brain activation in white and Chinese 
participants while they were watching video clips of white and 
Chinese faces being either touched with a Q-tip (non-painful) or 
poked by a syringe (painful).

The scientists showed that both white and Chinese participants 
showed increased activation in the anterior cingulate cortex and 
the inferior frontal cortex when watching a video clip in which 
a person of their own ethnic group was experiencing pain. These 
brain areas have previously been shown to be activated when 
someone experiences pain themselves. Thus, the same brain areas 
that mediate the first person pain experience are also involved 
in feeling empathy towards somebody else experiencing pain. 
Importantly, the scientists found that this empathic brain response 
was significantly decreased when the participants viewed faces of 
individuals from other ethnic groups experiencing pain. Thus, in-
group bias affects how much someone feels the pain of somebody 
else, which might contribute to why racist individuals would have 
less of a problem hurting somebody belonging to a different ethnic 
group than somebody who belongs to their own ethnic group.

Jennifer Edgoose, MD, MPH, Michelle Quiogue, MD, FAAFP, 
AND Kartik Sidhar, MD [73] have suggested a strategy to reduce 
implicit bias by first discovering one’s blind spots and then 
actively working to dismiss stereotypes and attitudes that affect 
your interactions.

For the last 30 years, science has demonstrated that automatic 
cognitive processes shape human behavior, beliefs, and attitudes. 
Implicit or unconscious bias derives from our ability to rapidly 
find patterns in small bits of information. Some of these patterns 
emerge from positive or negative attitudes and stereotypes that we 
develop about certain groups of people and form outside our own 

https://onlinelibrary.wiley.com/doi/full/10.1002/hbm.22044
https://www.psychologytoday.com/us/basics/decision-making
https://www.psychologytoday.com/us/basics/neuroscience
https://www.jneurosci.org/content/29/26/8525.long
https://www.psychologytoday.com/us/basics/empathy
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consciousness from a very young age. Although such cognitive 
processes help us efficiently sort and filter our perceptions, these 
reflexive biases also promote inconsistent decision making and, at 
worst, systematic errors in judgment [74].

Cognitive processes lead us to associate unconscious attributes 
with social identities. The literature explores how this influences 
our views on race, ethnicity, age, gender, sexual orientation, and 
weight, and studies show many people are biased in favor of people 
who are white, young, male, heterosexual, and thin. Unconsciously, 
we not only learn to associate certain attributes with certain social 
groupings (e.g., men with strength, women with nurturing) but 
also develop preferential ranking of such groups (e.g., preference 
for whites over blacks). This unconscious grouping and ranking 
takes root early in development and is shaped by many outside 
factors such as media messages, institutional policies, and family 
beliefs. Studies show that health care professionals have the same 
level of implicit bias as the general population and that higher 
levels are associated with lower quality care. Providers with higher 
levels of bias are more likely to demonstrate unequal treatment 
recommendations, disparities in pain management, and even lack 
of empathy toward minority patients [75]. 

In addition, stressful, time-pressured, and overloaded clinical 
practices can actually exacerbate unconscious negative attitudes. 
Although the potential impact of our biases can feel overwhelming, 
research demonstrates that these biases are malleable and can 
be overcome by conscious mitigation strategies [76]. They 
recommend three overarching strategies to mitigate implicit bias 
– educate, expose, and approach. They further broke down these 
strategies into eight evidence-based tactics one can incorporate 
into any quality improvement project, diagnostic dilemma, or 
new patient encounter. Together, these eight tactics spell out the 
mnemonic IMPLICIT. See below:

Educate
When we fail to learn about our blind spots, we miss opportunities 
to avoid harm. Educating ourselves about the reflexive cognitive 
processes that unconsciously affect our clinical decisions is the 
first step. The following tactics can help:

Introspection
It is not enough to just acknowledge that implicit bias exists. 
As clinicians, we must directly confront and explore our own 
personal implicit biases. As the writer Anais Nin is often credited 
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with saying, “We don't see things as they are, we see them as we 
are.” To shed light on your potential blind spots and unconscious 
“sorting protocols,” we encourage CAREGIVERS to take one or 
more implicit association tests. 

Discovering a moderate to strong bias in favor of or against 
certain social identities can help you begin this critical step in 
self exploration and understanding.  One can also complete this 
activity with your clinic staff and fellow physicians to uncover 
implicit biases as a group and set the stage for addressing them. 
For instance, many of us may be surprised to learn after taking 
an implicit association test that we follow the typical bias of 
associating males with science an awareness that may explain why 
the patient in our first case example addressed questions to the 
male medical student instead of the female attending.

Mindfulness
It should come as no surprise that we are more likely to use 
cognitive shortcuts inappropriately when we are under pressure. 
Evidence suggests that increasing mindfulness improves our 
coping ability and modifies biological reactions that influence 
attention, emotional regulation, and habit formation. There are 
many ways to increase mindfulness, including meditation, yoga, 
or listening to inspirational texts. In one study, individuals who 
listened to a 10-minute meditative audiotape that focused them 
and made them more aware of their sensations and thoughts in a 
nonjudgmental way caused them to rely less on instinct and show 
less implicit bias against black people and the aged [77].

EXPOSE
It is also helpful to expose ourselves to counter-stereotypes and to 
focus on the unique individuals we interact with. Similarity bias is 
the tendency to favor ourselves and those like us. When our brains 
label someone as being within our same group, we empathize 
better and use our actions, words, and body language to signal this 
relatedness. Experience bias can lead us to overestimate how much 
others see things the same way we do, to believe that we are less 
vulnerable to bias than others, and to assume that our intentions 
are clear and obvious to others. Gaining exposure to other groups 
and ways of thinking can mitigate both of these types of bias. The 
following tactics can help:

Perspective-taking
This tactic involves taking the first-person perspective of a 
member of a stereotyped group, which can increase psychological 
closeness to that group. Reading novels, watching documentaries, 
and listening to podcasts are accessible ways to reach beyond 
our comfort zone. To authentically perceive another person's 
perspective, however, you should engage in positive interactions 
with stereotyped group members in real life. Increased face-to-
face contact with people who seem different from you on the 
surface undermines implicit bias.

Learn to Slow Down
To recognize our reflexive biases, we must pause and think. For 
example, the next time you interact with someone in a stereotyped 

group or observe societal stereotyping, such as through the media, 
recognize what responses are based on stereotypes, label those 
responses as stereotypical, and reflect on why the responses 
occurred. One might then consider how the biased response 
could be avoided in the future and replace it with an unbiased 
response. Additionally, research strongly supports the use of 
counter-stereotypic imaging to replace automatic responses [78]. 
For example, when seeking to contradict a prevailing stereotype, 
substitute highly defined images, which can be abstract (e.g., 
modern Native Americans), famous (e.g., minority celebrities like 
Oprah Winfrey or Lin-Manuel Miranda), or personal (e.g., your 
child's teacher). As positive exemplars become more salient in 
your mind, they become cognitively accessible and challenge your 
stereotypic biases.

Individuation
This tactic relies on gathering specific information about the 
person interacting with you to prevent group-based stereotypic 
inferences. Family physicians are trained to build and maintain 
relationships with each individual patient under their care. Our 
own social identities intersect with multiple social groupings, 
for example, related to sexual orientation, ethnicity, and gender. 
Within these multiplicities, we can find shared identities that bring 
us closer to people, including shared experiences (e.g., parenting), 
common interests (e.g., sports teams), or mutual purpose (e.g., 
surviving cancer). Individuation could have helped the health 
care workers in Alisha's labor and delivery unit to avoid making 
judgments based on stereotypes. We can use this tactic to help 
inform clinical decisions by using what we know about a person's 
specific, individual, and unique attributes [80]. 

Approach
Like any habit, it is difficult to change biased behaviors with a 
“one shot” educational approach or awareness campaign. Taking a 
systematic approach at both the individual and institutional levels, 
and incorporating a continuous process of improvement, practice, 
and reflection, is critical to improving health equity.

Check Your Messaging
Using very specific messages designed to create a more inclusive 
environment and mitigate implicit bias can make a real difference. 
As opposed to claiming “we don't see color” or using other 
colorblind messaging, statements that welcome and embrace 
multiculturalism can have more success at decreasing racial bias.

Institutionalize Fairness
Organizations have a responsibility to support a culture of 
diversity and inclusion because individual action is not enough 
to deconstruct systemic inequities. To overcome implicit bias 
throughout an organization, consider implementing an equity lens 
a checklist that helps you consider your blind spots and biases and 
assures that great ideas and interventions are not only effective but 
also equitable. 

Another example would be to find opportunities to display 
images in your clinic's waiting room that counter stereotypes. You 

https://implicit.harvard.edu/implicit/
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could also survey your institution to make sure it is embracing 
multicultural (and not colorblind) messaging.

Take two Resisting implicit bias is lifelong work. The strategies 
introduced here require constant revision and reflection as you 
work toward cultural humility. Examining your own assumptions 
is just a starting point. Talking about implicit bias can trigger 
conflict, doubt, fear, and defensiveness. It can feel threatening 
to acknowledge that you participate in and benefit from systems 
that work better for some than others. This kind of work can mean 
taking a close look at the relationships you have and the institutions 
of which you are a part.

Education
Education, exposure, and a systematic approach to understanding 
implicit bias may bring us closer to our aspirational goal to care 
for all our patients in the best possible way and move us toward 
a path of achieving health equity throughout the communities we 
serve. The mnemonic IMPLICIT can help us to remember the 
eight tactics we all need to practice. While disparities in social 
determinants of health are often beyond the control of an individual 
physician, we can still lead the fight for health equity for our own 
patients, both from within and outside the walls of health care. 
With our specialty-defining goal of getting to know each patient as 
a unique individual in the context of his or her community, family 
physicians are well suited to lead inclusively by being humble, 
respecting the dignity of each person, and expressing appreciation 
for how hard everyone works to overcome bias.
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